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(57) ABSTRACT

Providing an alternative human interface for an electronic
device when a current human interface is made ineffective by
at least an environmental factor is described herein. By inef-
fective it is meant that the current human interface cannot
maintain a minimum level of interactivity between a user and
the electronic device in the current or anticipated environ-
ment. In addition to maintaining at least a threshold level of
interactivity, the configuration of the alternative human inter-
face can take into consideration other factors such as an
expected operating state of the electronic device affected by
the choice of alternative human interface.
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1
PROVIDING AN ALTERNATIVE HUMAN
INTERFACE

TECHNICAL FIELD

The embodiments described herein relate generally to the
field of small form factor electronic devices. More particu-
larly, the embodiments describe efficient techniques for pro-
viding assistance in the use of the small form factor electronic
device.

BACKGROUND

A portable electronic device can take many forms such as,
for example, a tablet computing device along the lines of an
iPad™, a portable communication device such as an
iPhone™, or a portable media player, such as an iPod™ each
manufactured by Apple Inc. of Cupertino, Calif. The small
size of these devices requires that any on-board power supply,
such as a battery, be relatively lightweight, small, and rela-
tively inexpensive thereby limiting an amount of charge that
can be stored and made available to operate the portable
electronic device. Therefore, in order to maximize an amount
of time that the portable electronic device can operate while
powered by the battery, the power consumption of the por-
table electronic device must be optimized for current operat-
ing conditions. Optimization of power consumption is par-
ticularly important for those portable electronic devices
having a display.

The display on the portable electronic device canbe used to
display visual content (such as an album cover, video, and so
forth) related to items (such as songs or music) stored in the
portable electronic device. The display can also assist in
navigation and control of the portable electronic device by
presenting visual aids such as a graphical human interface to
a user. Unfortunately, however, depending upon the display
technology, the display can consume a substantial amount of
power when active. This is especially true of transmissive
type displays (such as liquid crystal display, or LCD) that
require an illumination source (also referred to as a backlight)
that have a particularly high power demand. However, LCDs
can be manufactured to be lightweight and thin, making them
eminently well suited for use in small form factor portable
electronic devices in spite of their high power requirements.

Therefore, a system, method, and apparatus for maintain-
ing the ability of a user to interact with an electronic device
are desired.

SUMMARY OF THE DESCRIBED
EMBODIMENTS

A small form factor electronic device includes a processor
and an interface engine in communication with the processor
and a sensor coupled to the processor. The sensor is arranged
to detect at least one environmental factor and pass an indi-
cation of the detected environmental factor to the processor.
The processor and the interface engine cooperate to deter-
mine if an environment of the electronic device has changed,
identify an updated human interface when the environment
has changed, and cause the small form factor electronic
device to present the updated human interface only if a level
of interactivity corresponding to the updated human interface
is at least greater than a threshold level of interactivity.

A method performed by a processor and an interface
engine in an electronic device having a sensor coupled to the
processor is described. The method can be carried out by
detecting at least one environmental factor by the sensor,
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passing an indication of the detected environmental factor to
the processor, determining if an environment of the electronic
device is changed from a current environment by the proces-
sor based upon the indication received from the sensor, iden-
tifying an updated human interface only when the environ-
ment is changed, and causing the electronic device to replace
the current human interface with the updated human interface
only if a level of interactivity provided by the electronic
device is greater than a pre-determined level of interactivity
and a value of an operating state of the electronic device is
greater than a threshold value.

A system includes at least an electronic device, a multi-
mode human interface (MMHI) engine associated with the
electronic device, and a sensor in communication with the
MMHI engine. In the described embodiment, the sensor
detects at least one environmental factor and passes an indi-
cation of the detected environmental factor to the MMHI
engine. The MMHI engine uses the indication of the environ-
mental factor received from the sensor to determine if the
environment of the electronic device has changed. When the
environment has changed, the MMHI engine identifies an
updated MMHI and presents the updated MMHI only when
the MMHI engine determines that a level of interactivity
between a user and the electronic device in the changed
environment is at least maintained when compared to a pre-
determined level of interactivity.

In one aspect of the described embodiment, the updated
MMHI uses at least two discrete interface modes in order to
provide the requisite level of interactivity between the user
and the electronic device.

A method can be performed by a processor in an electronic
device by presenting a first human interface by the electronic
device, the first human interface used to facilitate control of
operations carried out by the electronic device in a first envi-
ronment, the first human interface providing a first level of
interactivity in the first environment, detecting a change in an
environment of the electronic device from the first environ-
ment to a second environment, identifying a second human
interface in accordance with the second environment, and
presenting the second human interface by the electronic
device only if a level of interactivity provided by the second
human interface in the second environment is at least equal to
the first level of interactivity provided by the first human
interface in the first environment.

A non-transitory computer readable medium for storing a
computer program executed by a processor in an electronic
device in communication with a sensor is described. The
computer program includes at least computer code for pre-
senting a current human interface by the electronic device,
computer code for detecting at least one environmental factor
by the sensor, computer code for passing an indication of the
detected environmental factor to the processor, computer
code for identifying an updated human interface when it is
determined that the environment of the electronic device is
changed, and computer code for presenting the updated
human interface in place of the current human interface only
if a level of interactivity between a user and the electronic
device is greater than a pre-determined level of interactivity
and a level of an operating state of the electronic device is
greater than a level corresponding to a pre-determined oper-
ating state.

BRIEF DESCRIPTION OF THE DRAWINGS

The described embodiments and the advantages thereof
can best be understood by reference to the following descrip-
tion taken in conjunction with the accompanying drawings.
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FIG. 1 shows a simplified block description of multi-modal
human interface (MMHI) engine in accordance with the
described embodiments.

FIG. 2 shows a representative tablet device having an asso-
ciated MMHI engine along the lines shown in FIG. 1.

FIGS. 3-5 graphically illustrate the ability of MMHI
engine to update a MMHI in accordance with various
embodiments.

FIG. 6 shows a flowchart detailing a process in accordance
with the described embodiments.

DETAILED DESCRIPTION OF
REPRESENTATIVE EMBODIMENTS

In the following detailed description, numerous specific
details are set forth to provide a thorough understanding of the
concepts underlying the described embodiments. It will be
apparent, however, to one skilled in the art that the described
embodiments can be practiced without some or all of these
specific details. In other instances, well known process steps
have not been described in detail in order to avoid unneces-
sarily obscuring the underlying concepts.

Providing an alternative human interface for an electronic
device when a current human interface is made ineffective by
at least an environmental factor is described herein. By inef-
fective it is meant that the current human interface cannot
maintain a minimum level of interactivity between a user and
the electronic device in the current or anticipated environ-
ment. By level of interactivity it is meant the ability of a user
to interact with the electronic device so as to control or at least
influence operations carried out by the electronic device. In
addition to maintaining at least a threshold level of interac-
tivity, the configuration of the alternative human interface can
take into consideration other factors such as an expected
operating state of the electronic device affected by the choice
of alternative human interface. For example, if the electronic
device is battery powered and presents visual information
using a transmissive type display (that requires backlight
illumination), then providing an alternative human interface
that relies upon enhancing the presentation of the visual con-
tent by increasing the amount of light (and therefore power)
provided by the backlight in an environment of high ambient
light (such as sunlight) is counterproductive to the mainte-
nance of a long battery life.

Accordingly, the alternative human interface in the bright
sunlight scenario should rely on mechanisms other than
increasing the backlight in part or in whole to maintain the
minimum level of interactivity as well as the useful life of the
battery. For example, the alternative human interface in a
bright light environment can rely upon non-visual interface
modes such as a haptic interface mode, an audio interface
mode, an inertial interface mode, and so on used singly or in
combination. It should be noted that the environmental fac-
tors considered when determining an appropriate alternative
human interface can include those external to the electronic
device such as ambient light, ambient sound, and context of
use. The environmental factor considered can also include
those internal to the electronic device such as battery level and
display technology. The embodiments described are particu-
larly well suited for small form factor battery powered elec-
tronic devices having a display and can be implemented auto-
matically based upon the detection of specific environmental
factors at predefined levels.

In a particular embodiment, the alternative human inter-
face can take the form of a multi-modal human interface
(MMHI) provided by an MMHI engine. The MMHI engine
can provide an updated MMHI arranged to automatically
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maintain a pre-determined level of interactivity between a
user and the electronic device. In addition to maintaining at
least the pre-determined level of interactivity, the updated
MMHI can preserve selected operational resources, such as
battery charge, when the electronic device takes the form of a
portable computing device powered by a battery. The MMHI
engine can automatically detect at least one environmental
factor, and if appropriate, provide an updated MMHI along
the lines of the alternative human interface described above.
The updated MMHI maintains at least the pre-determined
level of interactivity by taking into account both external
environmental factors such as ambient light and ambient
sound as well as internal environmental factors as display
technology (if appropriate), battery level, and current elec-
tronic device operating state. For example, when coupled
with a battery powered portable computing device having an
LCD, the MMHI engine can simultaneously monitor envi-
ronmental factors with special attention to detecting ambient
light levels and when necessary (i.e., the detected light level
increases beyond a threshold) providing the alternative
human interface by updating a currently provided MMHI. In
this way, the updated MMHI can maintain at least the pre-
determined level of interactivity between the user and the
electronic device without requiring substantial amounts of
additional battery resources in spite of the increased ambient
light level.

Some of the environmental factors that can be detected
include at least ambient light level, ambient sound level,
current battery charge state, motion and/or acceleration of the
portable computing device, and context of use of the portable
media device. By context of use it is meant how, where, or
why the portable computing device is currently being used.
For example, a number of factors that when taken together
indicates that the electronic device is currently in an individu-
al’s shirt pocket (i.e., correlating ambient light level, piezo-
electric sensing indicating the portable computing deviceis in
an confined location, external temperature close to that
expected of body temperature, and so on), the MMHI can be
updated to an updated MMHI consistent with being located
within a shirt pocket. Using the shirt pocket scenario, the
updated MMHI would likely rely upon the use of non-visual
interactions such as haptic, audio, speech or sound recogni-
tion, and inertial (for example, shaking the electronic device).

It should be noted that the MMHI can utilize discrete
interface modes individually or in combination. The discrete
interface modes can include at least a visual interface mode,
a haptic interface mode, an audio interface mode, a speech/
sound recognition interface, and an inertial interface mode.
For example, the visual interface mode can utilize a display to
present visual indicia, such as icons included in a graphical
human interface that can assist the user with interacting with
the portable computing device. In the case where the portable
computing device is a portable media player, the visual indi-
cia provided by the MMHI can include navigation icons,
selection icons, and volume increase/decrease icons and so
on. When the MMHI engine detects a change in the local
environment (the local environment being the external envi-
ronment as well as the environment internal to the portable
media player such as battery level), the MMHI engine can
provide an updated MMHI that can provide at least the pre-
determined level of interactivity between the user and the
portable computing device. For example, if the MMHI engine
determines that the portable media player has been placed in
an enclosed environment such as a shirt pocket, then the
MMHI engine can de-activate any visual interface elements
(such as a backlight, for example) and activate other non-
visual interface modes such as haptic, audio, inertial, and



US 9,417,665 B2

5

speech/sound recognition that can be used in combination to
maintain at least the pre-determined level of interactivity in
the enclosed environment. When the MMHI engine deter-
mines that the portable media player has been removed from
the enclosed environment, then the MMHI engine can update
the MMHI consistent with the most current environment.

These and other embodiments are discussed below with
reference to FIGS. 1-6. However, those skilled in the art will
readily appreciate that the detailed description given herein
with respect to these figures is for explanatory purposes only
and should not be construed as limiting.

FIG. 1 shows computing system 100 in accordance with
the described embodiments. Computing system 100 can
include processor 102 coupled to sensor 104 arranged to
detect any number of environmental factors such as ambient
light, ambient sound, battery level, context of use, motion
and/or acceleration. Sensor 104 can function as, without limi-
tation, an accelerometer, a gyroscope or another motion and/
or acceleration sensing device. Sensor 104 can detect at least
a change in position, orientation or movement of computing
system 100. Typically, accelerometers can measure linear
motion and accelerated linear motion directly, while gyro-
scopes can measure angular motion and angular acceleration
directly. In some embodiments, sensor 104 can provide geo-
graphical location services to processor 102 along the lines
of, for example, GPS, cellular phone location services, and so
on. Sensor 104 can detect changes in position, orientation or
movement, and acceleration along a number of different ref-
erence directions, singly or in combination. Sensor 104 can
also detect temperature, pressure, or ambient light and sound,
as well as any environmental factor deemed relevant in the
context of computing device 100. Sensor 104 can also detect
operating conditions within computing system 100 such as
individual component function. In this way, when sensor 104
detects that a component has failed or at least as deteriorated
in performance, this information can also be provided to
processor 102 for evaluation.

Computing system 100 can also include multi-modal
human interface (MMHI) engine 106 that in cooperation with
processor 102 can cause computing device 100 to generate or
otherwise provide multi-modal human interface (MMHI)
108. MMHI engine 106 can take the form of software, hard-
ware, of firmware. For example, as computer software,
MMHI engine 106 can be stored on non-transitory computer
readable medium in data storage device 110 in the form of
executable instructions such as computer code that can be
executed by processor 102. During operation, sensor 104 can,
in real time, detect an environmental factor. Sensor 104 can
pass an indication of the detected environmental factor to
processor 102. Processor 102 can respond by determining ifa
change in a local environment has occurred and if so, is the
change of such a magnitude that requires updating MMHI
108. For example, if sensor 104 detects that an ambient light
level has increased, sensor 104 can pass an indication of the
increased ambient light level to processor 102. Processor 102
canrespond by determining if the changed ambient light level
is greater than a pre-determined ambient light level and if so
can notify MMHI engine 106 of the change. If the change in
the local environment is determined to be sufficient to warrant
a change in MMHI 108, MMHI 106 can cooperate with
processor 102 to instruct computing system 100 to update
MMHI 108 in accordance with the changed local environ-
ment.

MMHI 108 can utilize resources provided by computing
system 100 to present a human interface that uses one or more
discrete interface modes that work in cooperation with each
other to provide a unified human interface experience. The
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discrete interface modes can include visual interface mode
112, haptic interface mode 114, audio interface mode 116,
speech/text recognition interface mode 118, and inertial
mode 120 each of which can utilize specific resources made
available by computing system 100. For example, visual
interface mode 112 can use imaging resources such as display
122, haptic interface mode 114 can use tactile resources such
as haptic actuators 124, audio interface mode 116 can use
audio resources such as speaker 126 (and/or piezoelectric
transducer), and speech/text recognition mode 118 can utilize
audio input resources such as microphone 128. Furthermore,
inertial mode 120 can use motion/acceleration resources such
as accelerometer 130. In this way, MMHI 108 can optimize a
user’s ability to interact with computing system 100 while
still maintaining acceptable use of computer system 100
resources such as battery charge.

Computing device 100 can take many forms such as a
music player, game player, video player, personal digital
assistant (PDA), tablet computer and/or the like. For the
remainder of this discussion, computing device 100 is
described in terms of small form factor electronic device 200
shown in FIG. 2 as tablet device 200. An example of tablet
device 200 is the iPad™ manufactured by Apple Inc. of
Cupertino, Calif. that can display information in either a
landscape mode or portrait mode. Tablet device 200 can
include single piece seamless housing 202 sized to accom-
modate processor 102 and display 122 as well as openings
suitable to provide support for speaker 126 and microphone
128. Tablet device 200 can include various touch sensitive
components capable of detecting a touch event on or near a
touch sensitive surface. The touch sensitive elements can be
incorporated into touch sensitive layer 204 that in cooperation
with a display layer enable display 120 operate as a touch
screen providing a user with the ability to interact with tablet
device 200 using a finger or other suitable object. The user can
interact with tablet device 200 using only a single finger to
provide a single touch event (such as a tap or swipe) or more
than one finger moving in a coordinated manner to generate a
gesture that can be as simple as a pinching gesture to as
complex as providing a touch pattern along the lines of a
signature.

Display 122 can include various tactile elements such as
haptic actuator 124. In addition to being associated with
display 122, haptic actuator 124 can be mounted at any appro-
priate location of housing 202. In this way, tablet device 200
can communicate information to a user, and vice versa, by
providing coordinated tactile sensations at display 122 and/or
housing 202. For example, a user can be notified that battery
level is too low to present visual content on display 122 at a
current ambient light level by a portion of housing 202 vibrat-
ing in response to haptic actuator 124. Under these condi-
tions, MMHI engine 106 can determine that further interac-
tion with tablet device 200 should be carried out using
primarily audio interface mode 116 and text/speech recogni-
tion mode 118. Accordingly, MMHI engine 106 can in coop-
eration with processor 102 update MMHI 108 to operate
primarily using speaker 126 and microphone 128. By prima-
rily it is meant that in addition to the primary interface modes
(audio interface mode 116, text/speech recognition mode 118
in this example), MMHI 108 can also use a secondary inter-
face mode such as inertial mode 120 to augment the primary
interface modes enabling tablet device 200 to respond to a
“shake” event thereby adding yet another dimension to
MMHI 108.

As the situation may require, being able to update MMHI
108 in such a way that a user can interact with tablet device
200 without having to rely on visual indicators can be very
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useful. For example, it would be advantageous to not rely on
visual indicators provided by display 122 when display 122 is
not viewable or that using display 122 would adversely affect
the operation of tablet device 200 by, for example, severely
reducing expected operating time at a current operating state.
The reduction in expected operating time can be caused by
many factors such as the inordinate power drain required to
support a transmissive type display in an environment of high
ambient light. For example, as well known in the display arts,
transmissive displays rely upon an external light source (re-
ferred to as a backlight when used in the context of a liquid
crystal display, or LCD) to provide images for viewing. The
backlight can require substantial amounts of power to operate
in even the most optimal light conditions. However, when
light conditions change (going from dark to bright, for
example) there may not be sufficient power resources avail-
able to drive display 122 in the bright environment sufficient
to overcome the ambient light conditions. The bright light can
“wash” out any images presented on display 122 severely
restricting the ability of a user to interact with tablet device
200.

In order to maintain the ability of the user to interact with
tablet device 200 as well as maintaining battery charge and
therefore expected battery life, MMHI 108 can be updated in
such as way as to not rely on display 122 (or at least substan-
tially reduce the reliance on display 122). Interactivity previ-
ously provided by display 122 (and more precisely display
122 and touch sensitive layer 204) can be provided in the
alternative by other interface mechanisms acting singly or in
cooperation with each other. For example, with display 122
effectively out of the loop so to speak, haptic actuator 124
and/or speaker 126 can be used separately or in tandem to
provide a human interface that at least preserves the ability of
a user to interact with tablet device 200 as well as preserve
battery charge. The preservation of battery charge can also
prolong useful operation of tablet 200 than would otherwise
be possible using display 122 as the primary mode of inter-
action.

During operation, sensor 104 can detect any one or more of
a plurality of environmental factors. The plurality of environ-
mental factors can include at least temperature (both internal
and external to tablet device 200), battery charge level, ambi-
ent light, ambient sound, and so on. Sensor 104 can provide an
indication of the detected environmental factor(s) to proces-
sor 102. Processor 102 can use the indication of the detected
environmental factors to evaluate a current state of the local
environment and, in turn, determine an ability of a user to
interact with tablet device 200. If the ability of the user to
interact with tablet device 200 is determined to be less than a
threshold value, then processor 102 in cooperation with
MMHI engine 106 can update MMHI 108 in such a way as to
preserve the ability of the user to interact with tablet device
200. In some cases it may be desirable to take into consider-
ation the effect of updating MMHI engine 108 on an expected
operating state of tablet device 200 prior to actually updating
MMHI 108. For example, if processor 102 estimates a sub-
stantial reduction in operating life of tablet device 200 using
a first version of MMHI 108, then processor 102 can modify
the first version of MMHI 108 to a second version of MMHI
108 that specifically reduces the impact on operating life. It
should be noted that the updated MMHI is not one that is
necessarily available during normal use of tablet device 200
(for example, a haptic interface might not normally be pro-
vided as an interface option during normal operation but can
be made available when operating conditions fall below a
desired operability level).
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For example, when the environmental factor data received
from sensor 104 includes an indication of a battery charge
level and an indication of ambient light level greater than a
threshold level, then processor 102 can use the environmental
factor data received from sensor 104 in addition to extrinsic
data such as a display technology used by tablet device 200 to
update MMHI 106. Furthermore, processor 102 can estimate
an expected amount of time that tablet device 200 can operate
using the current battery charge level in the changed environ-
ment assuming that the updated MMHI 108 is used. In one
embodiment, when the expected amount of operating time is
deemed to less than a pre-determined operating time (i.e., too
short) then processor 102 can cause tablet device 200 to post
a notification indicating as such and/or further update MMHI
108 in order to increase the expected operating time of tablet
device 200. It should be noted that operating temperature of
tablet device 200 can be an environmental factor due to its
effect on battery longevity.

FIGS. 3-5 graphically illustrate various configurations of
MMHI 108 based upon representative local environments
detected by sensor 104 and evaluated by processor 102 in
cooperation with MMHI engine 106. For example, FIG. 3
shows a situation whereby tablet device 200 is exposed to an
environment having little or no ambient light, such as at night.
In this situation, sensor 104 can detect ambient light levels
corresponding to dark conditions (such as night or in a dark
room). The information can be passed to processor 102 for
evaluation in cooperation with MMHI engine 106. As part of
the evaluation process, MMHI engine 106 can take into con-
sideration any factors deemed relevant. Such factors can
include the display technology used (transmissive or transre-
flective), the state of charge of a battery when tablet 200 is not
receiving power externally, and so on. Using the example of a
transmissive type display, when processor 102 and MMHI
106 evaluate the low ambient light levels, MMHI 106 can
consider 1) the fact that display 122 is transmissive, 2) the fact
that tablet device 200 is not receiving external power, 3) a
current state of battery 206, 4) a current operating state of
tablet device 200, and 5) an anticipated duration of operation
to decide whether or not to update MMHI 108 and the par-
ticular configuration that the updated MMHI 108 will take. In
this example, the fact that the ambient light level is low,
MMHI engine 106 would give more weight to relying upon
visual indicators provided by display 122 since low light
levels is close to an ideal environment for display 122 to
operate relatively efficiently. However, even with low ambi-
ent light levels well suited for use of visual interface mode
112, if battery 206 is determined to be low in charge and
continued operation of display 122 would result in less than
desirable remaining operating time, then MMHI engine 106
can update MMHI 108 to use other, less energy intensive
interface modes to maintain the appropriate level of interac-
tivity between the user and tablet device 200.

FIG. 4 shows a situation where the local environment of
tablet device 200 has changed from one of low ambient light
of FIG. 3 to one of high ambient light as one would expect
from bright sunshine. In this case, sensor 104 would notify
processor 102 of the change in ambient light levels which
would then determine if the change was sufficient to notify
MMHI engine 106 that it may be necessary to update MMHI
108 from its current state to an updated state in keeping with
the changed local environment. In this way when it has been
determined that MMHI 106 is to be updated, MMHI engine
106 in cooperation with processor 102 can update MMHI 108
to minimize the use of display 122 by relying less on visual
interface mode 112 and more on haptic interface mode 114
and audio interface mode 116. In this way, not only is the
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ability of the user to interact with tablet device 200 at least
maintained, by power consumption can be reduced with the
added benefit of longer operational time at the current oper-
ating state.

In yet another situation, FIG. 5 illustrates MMHI 108 con-
figured to operate in “driving mode” when sensor 104 detects
that is moving at greater than a threshold speed, such as for
example, 20 mph indicating motion in a moving vehicle. In
this situation, processor 102 and MMHI 106 can cause
MMHI 108 to rely upon a more limited range of interface
modes consistent with safe driving (the presumption being
that the user is driving the vehicle, be it car or bike) and tablet
device 200 should not provide a distraction. In this way,
MMHI 108 can be configured by processor 102 in coopera-
tion with MMHI engine 106 to rely upon audio interface
mode 116 by way of speaker 126 and/or speech/sound rec-
ognition mode 118 and microphone 128 in order to maintain
user interactivity in a safe driving environment.

FIG. 6 shows a flowchart detailing process 600 performed
by an electronic device having at least a processor and envi-
ronmental sensor in accordance with the described embodi-
ments. Process 600 can be carried out by performing at least
the following operations. At 602, the sensor detects at least an
environmental factor. The environmental factor can include
those factors external to the electronic device such as ambient
light level and ambient sound level. The environmental factor
can also include those factors internal to the device such as
remaining battery charge, display technology, component
functionality, and so on. At 604, the sensor converts the
detected environmental factors to environmental factor data
that is then forwarded to the processor. The processor at 606
determines whether or not the environment of the electronic
device has changed. In the described embodiment, the pro-
cessor can determine when the environment has changed by
comparing currently received environmental factor data to
historical environmental factor data. It should be noted that
the change in environmental factor can be compared to a
threshold change in order to eliminate any small changes that
may occur that will not materially affect the electronic
device’s operation or the ability of a user to interact with the
device. If, at 606, the processor has determined that the envi-
ronment has not changed, then control is passed back to 602,
otherwise, at 608 a level of interactivity for the current human
interface is determined. The level of interactivity can be esti-
mated using the environmental factor data received from the
sensor. For example when the electronic device uses a trans-
missive type display, and if the environment has changed to
one of increased ambient light, then the processor can esti-
mate a decrease in the level of interactivity in the changed
environment.

If at 610, the level of interactivity is not less than a pre-
determined (also referred to as threshold) level then process
600 ends, otherwise, control is passed to 612 where a current
operating state of the electronic device is determined. The
current operating state of the electronic device can take into
consideration such environmental factors as remaining bat-
tery charge as well as an intrinsic characteristic of the elec-
tronic device as display technology. Next at 614, an updated
human interface is identified by the processor. A determina-
tion is then made at 616 of the level of interactivity based
upon the updated human interface. If the level of interactivity
is less than the pre-determined level of interactivity, then
control is passed back to 614 for a further updating of the
human interface, otherwise, control is passed to 618 for an
estimate of the operating status of the electronic device based
upon the updated human interface. The estimated operating
status of the electronic device can be, for example, an esti-
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mated duration of time of useful operation by the electronic
device in the changed environment using the updated human
interface. This estimate can be made by considering such
factors as remaining battery life, power consumption by vari-
ous function blocks such as a display. If at 620, the estimated
operating status is not acceptable using the updated human
interface, and then control is passed to 614 for further updat-
ing of the human interface, otherwise, the updated human
interface is provided at 622.

The various aspects, embodiments, implementations or
features of the described embodiments can be used separately
or in any combination. Various aspects of the described
embodiments can be implemented by software, hardware or a
combination of hardware and software. The described
embodiments can also be embodied as computer readable
code on a non-transitory computer readable medium. The
computer readable medium is defined as any data storage
device that can store data which can thereafter be read by a
computer system. Examples of the computer readable
medium include read-only memory, random-access memory,
CD-ROMs, DVDs, magnetic tape, and optical data storage
devices. The computer readable medium can also be distrib-
uted over network-coupled computer systems so that the
computer readable code is stored and executed in a distributed
fashion.

The foregoing description, for purposes of explanation,
used specific nomenclature to provide a thorough understand-
ing of the described embodiments. However, it will be appar-
ent to one skilled in the art that the specific details are not
required in order to practice the described embodiments.
Thus, the foregoing descriptions of the specific embodiments
described herein are presented for purposes of illustration and
description. They are not intended to be exhaustive or to limit
the embodiments to the precise forms disclosed. It will be
apparent to one of ordinary skill in the art that many modifi-
cations and variations are possible in view of the above teach-
ings.

The embodiments were chosen and described in order to
best explain the underlying principles and concepts and prac-
tical applications, to thereby enable others skilled in the art to
best utilize the various embodiments with various modifica-
tions as are suited to the particular use contemplated. It is
intended that the scope of the embodiments be defined by the
following claims and their equivalents.

What is claimed is:

1. A small form factor electronic device, comprising:

a processor;

an interface engine in communication with the processor;

and

a sensor coupled to the processor arranged to:

detect at least one environmental factor, and
pass an indication of the detected environmental factor
to the processor, wherein the processor and the inter-
face engine cooperate to:
determine that an environment of the electronic
device has changed based on the indication of the
detected environmental factor,
identify an updated human interface in response to
determining that the environment has changed,
determine that a level of interactivity corresponding
to the updated human interface is at least greater
than a threshold level of interactivity, and
cause the small form factor electronic device to
present the updated human interface only if the
level of interactivity corresponding to the updated
human interface is at least greater than the thresh-
old level of interactivity.
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2. The electronic device as recited in claim 1, further com-
prising:

a display device arranged to present visual content as

directed by the processor; and

a battery used to provide power to the electronic device,

wherein at least one of the environmental factors is an
amount of charge remaining in the battery.

3. The electronic device as recited in claim 2, wherein when
the processor has determined that the environment has
changed, the processor is further arranged to:

determine a value of an operating state of the electronic

device, and

cause the electronic device to present the updated human

interface only if the value of the operating state of the
electronic device in the changed environment using the
updated human interface is greater than a pre-deter-
mined value.

4. The electronic device as recited in claim 3, wherein the
value of the operating state comprises at least one of:

a charge remaining in the battery; or

an estimated amount of operating time for the electronic

device at a current operating state in the changed envi-
ronment using the updated human interface.

5. The electronic device as recited in claim 1, wherein the
at least one environmental factor includes at least one of an
ambient light level, an ambient sound level, a battery level, a
context of use of the electronic device, or a motion of the
electronic device.

6. The electronic device as recited in claim 1, wherein the
updated human interface comprises at least one of a plurality
of interface modes, the plurality comprising:

a visual interface mode;

a haptic interface mode;

an audio interface mode;

a speech/sound recognition mode; and

an inertial mode.

7. The electronic device as recited in claim 6, wherein the
updated human interface further comprises:

at least two of the plurality of interface modes.

8. A method performed by a processor and an interface
engine in an electronic device, the processor in communica-
tion with a sensor, comprising:

detecting at least one environmental factor by the sensor;

passing an indication of the detected environmental factor

to the processor;

determining that an environment of the electronic device is

changed from a current environment by the processor
based upon the indication received from the sensor
based on the indication of the detected environmental
factor,

identifying an updated human interface only when the

environment is changed in response to determining that
the environment has changed;

determining that a level of interactivity provided by the

electronic device is greater than a pre-determined level
of interactivity and a value of an operating state of the
electronic device is greater than a threshold value; and
causing the electronic device to replace the current human
interface with the updated human interface upon deter-
mining that the level of interactivity provided by the
electronic device is greater than the pre-determined level
of interactivity and the value of the operating state of the
electronic device is greater than the threshold value.

9. The method as recited in claim 8, further comprising:

providing power to the electronic device by a battery,

wherein at least one of the environmental factors is an
amount of charge remaining in the battery, and wherein
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the value of the operating state is duration of time for the
electronic device to operate with the amount of charge
remaining in the battery using the updated human inter-
face.

10. The method as recited in claim 8, wherein the at least
one environmental factor includes at least one of an ambient
light level, an ambient sound level, a battery level, a context of
use of the electronic device, or a motion of the electronic
device.

11. The method as recited in claim 8, wherein the deter-
mining comprises:

comparing a difference between the detected environmen-
tal factor corresponding to the indication received from
the sensor and a current environmental factor, wherein
the environment is changed when the difference is
greater than a threshold value.

12. A system, comprising:

an electronic device;

a multi-mode human interface (MMHI) engine associated
with the electronic device; and

a sensor in communication with the MMHI engine
arranged to:
detect at least one environmental factor, and
pass an indication of the detected environmental factor

to the MMHI engine, wherein the MMHI engine
determines that the environment of the electronic
device has changed based on the indication of the
environmental factor received from the sensor identi-
fies an updated MMHI in response to determining that
the environment has changed, determines that a level
of interactivity between a user and the electronic
device in the changed environment is at least main-
tained when compared to a pre-determined level of
interactivity, and presents the updated MMHI in
response to determining the level of interactivity
between the user and the electronic device in the
changed environment is at least maintained when
compared to the pre-determined level of interactivity.

13. The system as recited in claim 12, wherein the elec-
tronic device further comprises:

a processor, wherein the processor includes processing
resources some of which are used to implement the
MMHI engine.

14. The system as recited in claim 12, wherein the updated
human interface comprises at least two discrete interface
modes.

15. The system as recited in claim 14, wherein discrete
interface modes includes at least one of a visual interface
mode, a haptic interface mode, an audio interface mode, a
speech/sound recognition interface mode, or an inertial
mode.

16. A method, comprising:

presenting a first human interface by an electronic device,
the first human interface used to facilitate control of
operations carried out by the electronic device in a first
environment, the first human interface providing a first
level of interactivity in the first environment;

detecting a change in an environment of the electronic
device from the first environment to a second environ-
ment;

identifying a second human interface in accordance with
the second environment;

determining that a level of interactivity provided by the
second human interface in the second environment is at
least equal to the first level of interactivity provided by
the first human interface in the first environment; and
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presenting the second human interface by the electronic
device in response to determining that the level of inter-
activity provided by the second human interface in the
second environment is at least equal to the first level of
interactivity provided by the first human interface in the
first environment.

17. The method as recited in claim 16, wherein at least a
portion of the first human interface is presented by the elec-
tronic device on a display.

18. The method as recited in claim 16, wherein the updat-
ing the first human interface to the second interface, com-
prises:

receiving an indication of the change in the environment of

the electronic device from the first environment to the
second environment;

updating the first interface to the second interface based at

least upon the received indication of the change in the
environment of the electronic device; and

determining the level of interactivity of the second inter-

face in the second environment.

19. The method as recited in claim 16, further comprising:

prior to presenting the second human interface,

determining an expected operating state of the electronic
device in the second environment when the electronic
device is presenting the second human interface;

presenting the second human interface only if the
expected operating state is greater than a baseline
operating state.

15

20

14

20. A non-transitory computer readable medium for stor-
ing computer program executed by a processor in an elec-
tronic device in communication with a sensor, to perform
operations comprising:

presenting a current human interface by the electronic

device;

detecting at least one environmental factor by the sensor;
passing an indication of the detected environmental factor

to the processor;

identifying an updated human interface when it is deter-

mined that the environment of the electronic device is
changed;

presenting the updated human interface in place of the

current human interface only if a level of interactivity
between a user and the electronic device is greater than
a pre-determined level of interactivity and a level of an
operating state of the electronic device is greater than a
level corresponding to a pre-determined operating state.

21. The computer readable medium as recited in claim 20,
the operations further comprising:
providing power to the electronic device by a battery,

wherein at least one of the environmental factors is an
amount of charge remaining in the battery, and wherein
the level of the operating state is duration of time for the
electronic device to operate with the amount of charge
remaining in the battery using the updated human inter-
face.

22. The computer readable medium as recited in claim 20,
wherein the at least one environmental factor includes at least
one of ambient light, battery level, context of use, or motion.
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